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Recap:	PDF	Modeling

•  Goal:	
–  Find	a	PDF	(probability	density	func=on)	that	
can	best	describe	a	given	dataset	

•  	Steps:	
–  Select	a	class	of	parameterized	PDF	
–  Iden=fy	the	parameters	via	MLE	(maximum	
likelihood	es=mate)	based	on	a	given	set	of	
sample	data	

•  	Commonly	used	PDFs:	
– Mul=-dimensional	Gaussian	PDF	
– Gaussian	mixture	models	(GMM)	



•  Procedure	for	classifica=on	based	on	PDF	
– Training	stage:	PDF	modeling	of	each	class	
based	on	the	training	dataset	

– Test	stage:	For	each	entry	in	the	test	dataset,	
pick	the	class	with	the	max.	PDF	

•  	Commonly	used	classifiers:	
– Quadra=c	classifiers,	with	n-dim.	Gaussian	
PDF	

– Gaussian-mixture-model	classifier,	with	
GMM	PDF	

PDF	Modeling	for	Classifica=on



1D	Gaussian	PDF	Modeling

•  	1D	Gaussian	PDF:	

•  	MLE	of	µ	(mean)	and	σ2	(variance)		
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D-dim.	Gaussian	PDF	Modeling

•  	D-dim	Gaussian	PDF:	

	
•  	MLE	of	µ	(mean)	and	Σ (covariance	matrix)	
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2D	Gaussian	PDF

•  Bivariate	normal	distribu=on:	
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Training	and	Tes=ng	Stages	of	
Quadra=c	Classifier	(QC)

•  Training	stage	
–  Iden=fy	the	Gaussian	PDF	of	each	class	via	
MLE	

•  Tes=ng	stage	
– Assign	a	sample	point	to	the	class	C	by	taking	
class	prior	into	considera=on:	

⌢
C = argmax

C
Pr C( )*PdfC (x)



Characteris=cs	of	QC

•  If	each	class	is	modeled	by	an	Gaussian	
PDF,	the	decision	boundary	between	any	
two	classes	is	a	quadra=c	func=on.	

•  That	is	why	it	is	called	quadra=c	classifier.	
	



•  ScaWer	plot	of	Iris	dataset	(with	only	the	
last	two	dim.)		

QC	on	Iris	Dataset	(1/3)

DS	=	prData('iris');	
DS.input=DS.input(3:4,	:);	
dsScaWerPlot(DS);	



•  PDF	for	each	class:		

QC	on	Iris	Dataset	(2/3)
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DS=prData('iris');	
DS.input=DS.input(3:4,	:);	
[qcPrm,	logProb,	recogRate,	hitIndex]=qcTrain(DS);	
qcPlot(DS,	qcPrm,	'2dPdf')	



•  Decision	boundaries	among	classes:		

QC	on	Iris	Dataset	(3/3)

10 20 30 40 50 60

5

10

15

20

25
3 error points denoted by "x".

sepal length

se
pa

l w
id

th

44

DS=prData('iris');	
DS.input=DS.input(3:4,	:);	
[qcPrm,	logProb,	recogRate,	hitIndex]=qcTrain(DS);	
DS.hitIndex=hitIndex;	
qcPlot(DS,	qcPrm,	'decBoundary');	



•  Strength	
–  Efficient	computa=ons	when	the	dimension	d	is	
small	

–  Efficient	way	to	compute	leave-one-out	cross	
valida=on	ß	what	is	valida=on?	

•  Weakness	
–  The	covariance	matrix	(d	by	d)	is	big	when	the	
dimension	d	is	median	large	

–  The	inverse	of	the	covariance	matrix	may	not	
exist	

–  Cannot	handle	bi-modal	data	

Strength	and	Weakness	of	QC



What	If	No	Inverse	Matrix	(or	0	Determinant)

•  How	to	modify	QC	such	
that	it	won’t	deal	with	a	
big	covariance	matrix?	
– Make	the	covariance	
matrix	diagonal	è	
Equivalent	to	naïve	
Bayes	classifiers		

– Make	the	covariance	
matrix	a	constant	=mes	
an	iden=ty	matrix

full :Σ

diagonal :Σ

I2σ=Σ



Matlab	#9	Homework	(M9)	2%	

•  (1%)	Use	prData.m	to	obtain	the	ABALONE	dataset,	in	
which	the	desired	output	is	the	age	for	abalones.	
Consider	two	arbitrary	dimensions,	and	use	the	
Quadra=c	classifier	to	obtain	the	decision	boundaries.	
Please	turn	in	the	figure	and	your	observa=ons.		

•  (1%)	Quadra0c	classifier:	
– Why	the	classifier	is	named	"quadra=c"?	
–  How	do	you	train	a	quadra=c	classifier?	
–  How	do	you	evaluate	(test)	a	quadra=c	classifier?	
– What	is	the	major	strength	of	a	quadra=c	classifier?	
– What	is	the	major	weakness	of	a	quadra=c	classifier?	
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Ques=ons?	
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