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中中中文文文摘摘摘要要要

配戴頭戴顯示器觀看360度全景影片愈趨流行，然而在這領域理解
使用者體驗品質(QoE)是一項很大的挑戰，因為使用者體驗被諸多因素
所影響。本論文致力於提出使用者體驗品質模型以預測配戴頭戴顯示

器觀看360度全景影片的使用者體驗。為了達到此目標，我們實作了
一360度全景影片播放器，其支援多種不同的投影方式，此影片播放
器可支援4K解析度和每秒30幀數的360度全景影片。為了探索會影響
使用者體驗的顯著因素，我們設計一使用者實驗，並考慮以下因素：

（一）投影方式、（二）壓縮量化參數及（三）影片特質，我們分析

其因素與使用者體驗之間的相關程度。我們更根據以上實驗結果提出

了多個使用者體驗品質模型，以預測使用者的360度全景影片觀看體
驗，我們也針對不同使用情境推薦了其適合的模型。
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Abstract

Watching 360° videos with a Head-Mounted Display (HMD) is getting
popular. However, understanding Quality-of-Experience (QoE) of 360° videos
with HMDs is quite challenging because it may be affected by too many fac-
tors. This thesis strives to develop models to predict the QoE levels of watch-
ing 360° videos with HMDs. To achieve that, first, we implement a 360°
video player supporting diverse projection schemes. The 360° video player
can support 4K resolution videos at 30 frame-per-second. Then, we conduct
a user study to explore the implications of different factors on the QoE of
360° videos. The subjective experiments are designed to exercise: (i) pro-
jection schemes, (ii) encoding Quantization Parameters (QPs), and (iii) video
genres. We analyze the correlation of the three factors and objective quality
metrics with ground-truth QoE levels. Based on the subjective and objec-
tive assessments, we construct multiple QoE models to predict the QoE of
360° videos. We also offer our recommendation on model selections under
different circumstances.
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Chapter 1

Introduction

Recently, Virtual Reality (VR) is getting popular and drawing attention from developers

and researchers in both industry and academia. Several online socializing platforms, such

as YouTube and Facebook, provide the mature function of sharing 360° videos, which is

getting increasingly accepted by people. A market research [15] reports that the market

size of VR will reach 40 billion USD in 2020, which shows the potential of VR develop-

ment. With a wider Field-of-View (FoV) than conventional 2D displays, Head-Mounted

Displays (HMDs), such as Oculus Rift, Samsung Gear VR and HTC Vive, allow viewers

to look freely in a VR environment and provide a more immersive experience. However,

streaming 360° videos requires vast amount network bandwidth, and thus maintaining

high Quality-of-Experience (QoE) is critical for retaining viewers.

(a) (b) (c)

Figure 1.1: Sample projection schemes: (a) equi-rectangular, (b) adjusted equal-area, and

(c) equi-angular cubemap.

To quantify the QoE levels, human ratings are typically used, where the arithmetic

mean of ratings are referred to as the Mean Opinion Score (MOS) in the literature [28].

The subjective quality evaluations are, unfortunately, time-consuming and require a lot of

human resources. On the other hand, the objective quality evaluations can be done faster,

but previous research shows that the existing objective quality metrics cannot accurately

quantify user experience [79]. QoE models are predictive measurements that relate both

objective and subjective evaluations. However, there are no existing QoE models in the

literature that can measure user experience of watching 360° videos with HMDs.
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This thesis strives to provide a QoE model dedicated to watching 360° videos on

HMDs. There are some existing QoE models designed for 2D videos. A difference

between the QoE models for 360° and 2D videos is the existence of projection schemes.

Projection schemes map 360° videos to 2D rectangular ones, which can be compressed

by commodity video codecs. Different projection schemes cause diverse shape distortions

and pixel densities on 360° videos. Fig. 1.1 presents sample projection schemes: (a) equi-

rectangular, which is the most common projection scheme used by 360° video platforms,

(b) adjusted equal-area, which reduces the vertical sampling density closed to poles to

compensate high horizontal sampling density there, and (c) equi-angular cubemap, which

projects to 6 faces of its circumscribed cube.

We carefully develop our QoE models, which requires a 360° video player that sup-

ports diverse projection schemes. Unfortunately, there is no existing open-source 360°

video player supporting multiple projection schemes. Corbillon et al. [9] develop a 360°

video player based on Open-Source Virtual Reality (OSVR) [43], which is enhanced by

us for heterogeneous projection schemes for the research community [73]. The design of

our 360° video player also benefits academia by encouraging easy development of new

projection schemes for further research.

To construct a QoE model for 360° video streaming to HMD system, we consider

heterogeneous factors as explained subsequently. We recruit 70 subjects to watch 360°

videos using Oculus Rift DK2 HMD. We adopt four independent variables in this user

study, including: (i) projection schemes, (ii) encoding QP, (iii) spatial video genre, and

(iv) temporal video genre. The subjective opinion scores are collected by the Absolute

Category Rating (ACR) method for further subjective and objective analysis. Accord-

ing to the results of data analysis, we then propose a QoE model using stepwise linear

regression for optimizing user experience.

1.1 Contributions

The contributions of this thesis are:

• We realize an open-source 360° video player supporting 4K resolution videos at 30

FPS (frame-per-second) for diverse projection schemes, including equi-rectangular,

adjusted equal-area, and equi-angular cubemap. With our proposed 360° video

player, we do not need to perform the conversion between projection schemes when

presenting 360° videos on HMD. In other words, we skip the conversion that would

cause unnecessary video quality reductions for 360° videos. Moreover, our 360°

video player allows easy development of new projection schemes.
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• We conduct a user study to discuss the impacts of comprehensive factors on QoE of

360° videos, including: (i) projection scheme, (ii) encoding QP, (iii) spatial video

genre, and (iv) temporal video genre. In our findings, we recommend the use of

equi-angular cubemap projection scheme for 360° video streaming to HMD system

since user experiences decrease slightly as QP values increase. In addition, tempo-

ral genre has a significant influence on QoE. Slow-paced videos give a better user

experience than fast-paced videos.

• We construct QoE linear models based on subjective and objective assessments. We

perform a suit of ANOVA tests to find statistical significance on MOS and analyze

the correlations between the objective quality metrics for 360° videos and MOS

values. Through these processes, we find that the existing objective quality met-

rics can not be used to predict QoE well. Our proposed QoE model achieves 0.71

Pearson linear correlation coefficient and 0.77 Spearman rank-order correlation co-

efficient for the testing set while considering projection scheme, encoding QP, and

video genres.

1.2 Thesis Organization

The rest of this thesis is organized as follows. Chap. 2 provides background on (i) the

different entities of 360° video streaming systems, (ii) the applications of 360° videos

in virtual reality, and (iii) the state-of-art QoE measurements. This is followed by our

proposed 360° video player in Chap. 3, which includes the descriptions of the design and

performance. Chap. 4 is about our user study design and the findings of QoE on 360°

videos. Chap. 5 includes the derived QoE models and comparisons of its performance.

In Chap. 6, we survey the state-of-art related work. We present the major findings of the

work, limitations, and its potential in Chap. 7. Finally, in Chap. 8, we give a conclusion.

3



Chapter 2

Background

In this chapter, we introduce the background knowledge of 360° video streaming system,

virtual reality, and modern viewing experience measurements.

2.1 360° Videos

360° videos, known as omnidirectional videos or spherical videos, allow users to view

in all directions. Different from regular 2D videos, 360° videos capture all scenes sur-

rounding cameras. After the scenes are recorded by multiple camera lens, 360° videos

have to be stitched into a continuous spherical videos. Such 360° videos burden the trans-

mission costs with high resolutions and bitrates. To alleviate the cost of transmission, we

have to project 360° videos onto 2D rectangular ones for encoding. We introduce differ-

ent entities of 360° video streaming systems as Fig. 2.1, including acquisition, encoding,

transmission, and display.

Acquisition Encoding Transmission Display

Figure 2.1: Architecture of 360° video streaming system.

Acquisition. 360° videos, in order to present all directions of views to users, have

to be captured by more than one camera at the same time. By doing so, comprehensive
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angles are recorded as multiple regular 2D videos aligned with absolute timestamp. These

videos need to be stitched as 360° videos. However, unfortunately, the stitching processes

involve careful calibration, color correction, and feature mapping, which may degrade

qualities of 360° videos by stitching artifacts. Several works [30, 55, 4] in the literature

have addressed the stitching issues.

Encoding. 360° videos are omnidirectional and spherical. Yet, the existing encoders

cannot compress the spherical videos directly. Thus, the efficient projection schemes

managing the conversion between 3D and 2D videos is necessary. The process of con-

version results in distorted shapes of objects and loss of pixels in original 360° videos.

Several studies [53, 38, 14, 72] have proposed different projection schemes for a solution.

Nowadays, equi-rectangular is the most popular projection scheme for 360° videos but

the shapes of objects near the poles are extremely distorted. To compensate the drawback

of equi-rectangular projection scheme, adjusted equal-area one reduces the vertical sam-

pling density to alleviate the shape distortions. Equi-angular cubemap projection scheme

is applied by modern YouTube 360° video streaming platform. The projection scheme

maps 360° video onto six faces of its circumscribed cube by equal angles of pixel distri-

bution in 3D. We consider the three modern projection schemes into our user study and

QoE model.

Transmission. Compared to conventional 2D videos, 360° videos require higher reso-

lutions to reach an acceptable viewing experience. It is significantly challenging to trans-

mit 360° videos with large files and high bitrates over bandwidth-restricted networks.

Several works have proposed different methods to address transmission issues. For ex-

ample, Le et al. [37] use MPEG Dynamic Adaptive Streaming over HTTP and spatial

representation description to stream tile-based video segments. Graf et al. [19] explore

the best transmission strategy based on tile-based adaptive streaming over HTTP. Zare

et al. [78] transmit high-resolution tile videos within viewports and other low-resolution

tile videos to achieve 30% to 40% bitrate saving. These studies present their streaming

systems to maximize efficiently-used network bandwidth.

Display. As the technology of 360° camera advances, several online commercial

platforms, such as YouTube and Facebook, provide the mature function of sharing 360°

videos, which is increasingly accepted and used by people. With a wider FoV and more

immersive experience than conventional 2D displays, HMD allows viewers to look freely

in a VR environment. Even more, several existing players support HMD to display 360°

videos. For instance, Exoplayer [12] and WebVR [70] could be used on Google Card-

board, and OSVR-based video player could be used on Oculus Rift, HTC Vive, and OSVR

HDK.
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2.2 Virtual Reality

Virtual reality provides users immersive experience in an artificial virtual environment,

which simulates the real world through computer-generated 3D objects. Equipping with

a VR headset, users can get audio and visual feedback to completely immerse themselves

in VR environments. Within virtual environments, users are able to look around, move

around in it, and even interact with virtual 3D objects. Nowadays, 360° images and videos

are attractive in virtual reality. A distinctive characteristic of 360° videos is that viewers

can be immersed in the recored scenes within videos when looking at every direction of

scenes, which is allowed through the existing commercial HMDs. Thus, in this thesis, we

focus on QoE of 360° videos in virtual reality.

Augmented reality offers users more interactive experiences by 3D virtual objects

overlaying onto real components in natural environments. For instance, Pokémon Go [50]

is a popular augmented reality mobile game on iOS and Android devices. This game uses

the overlaid sensory information of existing environments through a camera and then adds

3D virtual objects to physical world to make a new artificial world. Different from aug-

mented reality, mixed reality not only combines 3D virtual objects with the real world,

but also allows users to interact with virtual objects as well. For example, Microsoft

HoloLens [20] blends digital virtual objects with the real world and then creates an im-

mersive environment. Users can use simple gestures and voice commands to complete

different tasks.

2.3 Viewing Experience

Conventional objective quality metrics are usually designed for measuring qualities of

2D images and videos, such as Peak Signal-to-Noise Ratio (PSNR), Structural SIMi-

larity Index (SSIM), Multi-Scale SSIM (MS-SSIM) and Open Perceptual Video Quality

(OPVQ). PSNR measures the pixel-by-pixel coding error between an original content

and compressed content, which is unreliable for different contents scenarios [24]. SSIM

is used to determine the error of similar characteristics of the contents and outperforms

PSNR for perceived image quality approximation [21]. MS-SSIM provides more flexibil-

ity in incorporating different resolutions of images compared to SSIM [69]. OPVQ [58]

improves the distortion measurement of perceptual evaluation of video quality model stan-

dardized by ITU-T Rec. J.247 Annex B [26]. This shows that OPVQ performs signif-

icantly better than PSNR. However, these objective quality metrics cannot be used for

360° videos, since the original shapes of objects on 360° videos are distorted. Further-

more, it is challenging for conventional objective quality metrics to quantify 360° videos

6



with different projection schemes.

Objective quality metrics designed for 360° videos have been proposed by several

studies. For instance, Yu et al. [76] propose to measure the quality between the viewer’s

FoV of the original video and that of a compressed video according to orientations, which

is called Viewport-PSNR (V-PSNR). They also propose a suit of sphere-based PSNR to

evaluate the average perceived quality of viewers’ by considering the points (i) normally

sampled on the sphere space (S-PSNR) or (ii) normally sampled on the sphere space

with weights according to the empirical viewing frequency (weighed S-PSNR). Further

considering the interpolation problem of S-PSNR metric, JVET evaluates the performance

of S-PSNR-I and S-PSNR-NN. They suggest avoiding interpolation in quality metrics

whenever possible for future 360° videos coding development. Zakharchenko et al. [77]

propose to evaluate the video quality of 360° videos by (i) considering the PSNR on

Craster Parabolic Projection (CPP-PSNR), and (ii) modifying the Mean Squared Error

(MSE) loss function according to the pixel position in equi-rectangular projection. Sun et

al. [62] propose a weighted-to-spherically-uniform PSNR-based (WS-PSNR) method for

assessing the video quality of 360° videos. However, these objective qualities [76, 77, 62]

does not reflect the user experience.

Subjective quality metrics for evaluating QoE levels are typically double stimulus

and single stimulus, which are defined by ITU [27, 25]. The double stimulus methods,

such as Double Stimulus Continuous Quality Scale and Double Stimulus Comparison

Scale, ask subjects to compare the unimpaired reference video sequences and the dis-

torted ones, which take more time and resource to carry out. Compared to the double

stimulus methods, the single stimulus methods are more efficient but less consistent in

quantifying the individual QoE scores [23]. The reduced consistency of single stimulus

method, however, can be eliminated by randomizing the order [49] of testing sequences.

Hence, we adopt Absolute Category Rating (ACR), which is one of the single stimulus

methods that is suitable for time-independent testing scenarios [27]. However, the sub-

jective quality metrics consume human and material resources.

QoE for multimedia service has been studied in several works [3, 1]. QoE is defined

as the degree of satisfaction of the users when they use an application or service [29, 51].

QoE is affected by several aspects, including human, system and context influence fac-

tors [52], which have been widely studied on traditional 2D videos [80, 61, 22] and 360°

videos [63, 79, 36]. In order to design an user study fitting for different scenarios and

goals, the pros and cons of within-subjects, between-subjects, and mixed design are dis-

cussed [8, 7]. Within-subjects design require each subject to test all conditions of experi-

ments. This design can efficiently isolate the effect of individual differences, but subjects

may feel fatigued when being exposed to too many treatments during experiments. In

7



addition, the subjective results may suffer from the order of treatments. Between-subjects

design can eliminate the ordering effects and ease subjects’ fatigue in experiments, but

this design has individual difference problems. Mixed designs combine within-subjects

and between-subject design. Researchers can design mixed user study methods according

their needs and limitations of different experiments to carefully collect subjective quality

data.
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Chapter 3

360° Video Player for Diverse
Projection Schemes

In this chapter, we are going to introduce existing open-source 360° image/video players

for HMDs. Table 3.1 shows a comparison of the players in the literature. We propose our

360° video player testbed to support different projection schemes, which enhances a 360°

video player published by Corbillon et al. [9], as well.

3.1 Existing Open-source 360° Video Players

Table 3.1: Existing Open-source 360° Image/Video Players for HMDs

Player OS HMD Projection Scheme
360° Image Player

Upenik et al. [66] iOS Portable HMD Equi-rectangular,

Cubemap

360° Video Player
Exoplayer [12] Android Portable HMD Equi-rectangular

WebVR [70] Any OS Any HMD Equi-rectangular

MP4Client [40] Any OS Any HMD Equi-rectangular

Corbillon et al. [9] Linux, Windows HDK2 Equi-rectangular

Table 3.1 summarizes the representative open-source 360° players. Upenik et al. [66,

67] propose a testbed to conduct a subjective evaluation of 360° images. Subjects wear

a wireless HMD equipped with an iPhone 6 to evaluate 360° images represented in equi-

rectangular and standard cubemap projection schemes. During the subjective assessment
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subjects’ head orientations were stored by two coordinates: yaw and pitch. Exoplayer [12]

was applied to a HTTP/2-based adaptive 360° video streaming framework by Petrangeli et

al. [46, 47, 48]. Exoplayer is a 360° video player for Android, which allows developers to

catch head motions from smartphone. WebVR [70] is used to implement tiled-streaming

systems by Graf et al. [19] and Ozcinar et al. [45]. WebVR API provides developers

access to several HMDs, such as Google Cardboard, Samsung Gear VR, Oculus Rift,

and HTC Vive. It allows users to watch 360° videos in a web browser. MP4Client [40]

provides developers access to any HMD and OS for watching 360° videos as well. Corbil-

lon et al. [9] implement an OSVR-based 360° video player and release a dataset of head

orientations of users watching 360° videos. The OSVR-based player is compatible with

Windows OS and any HMD.

Although Upenik et al. [66] proposed a testbed for evaluating 360° images in equi-

rectangular and standard cubemap projection schemes, there are not any existing 360°

video player supporting different projection schemes. The above-mentioned 360° video

players have to convert unsupported projection schemes to equi-rectangular before play-

ing 360° videos. The conversion between projection schemes may lead to unnecessary

loss of quality of 360° videos. In order to avoid the conversion and explore the impact

of projection schemes on QoE of 360° videos, a 360° video player supporting several

projection schemes is needed.

3.2 OSVR-based 360° Video Player

OSVR Server

ClientKit

RenderKit

360° Video Player

Mesh Generator

Orientation LoggerO

Configuration File

• Video Path

• Number of Frames

• Start Offset In Second

• Projection Scheme*

•

•

World MeshViewport

enderK

Orientation

Equi-angular cubemap*Equi-rectangular Adjusted equal-area*

Orientation

Orientation

Figure 3.1: Overview of proposed 360° video player.

In order to analyze the behavior of users watching 360° videos, Corbillon et al. [9] im-

10



plemented an OSVR-based 360° video player and released a dataset of users’ navigation

patterns. Fig. 3.1 illustrates the architecture of OSVR-based 360° video player, enhanced

from the one in Corbillon et al. [9]. Note that our new additions are marked by asterisks.

The OSVR-based 360° video player has two components: (i) 360° video player and

(ii) OSVR server. The 360° video player can be configured to play a list of 360° videos by

a configuration file. The configuration file facilitates the process of subjective experiments

and specifies the path where we store the information of 360° videos and users. The 360°

video player has Orientation Logger and Mesh Generator. Orientation Logger gets head

orientations of users watching 360° video from HMD and save them to log files. The

head orientations are represented as Hamiltons quaternions and aligned with each frame.

Mesh Generator firstly produces a sequence of triangles, which are composed of vertex

positions in 3D space, to construct a room for rendering. The vertex positions, then, are

mapped onto UV plane of 360° videos. The world mesh can be generated and sent to

OSVR server.

Open-Source Virtual Reality (OSVR) is an open-source VR platform that aims to

enable HMDs from any vendor to be used with any VR software. OSVR provides plugins

and APIs to support for several HMDs, such as Razer OSVR HDK2, Oculus Rift, HTC

Vive, and FOVE. The OSVR-based 360° video player access HDK2 by ClientKit and

RenderKit APIs while OSVR server runs on a local machine. ClientKit is responsible

for initializing a client context to use to access HMD. Player can get head orientations

from HMD through ClientKit API while users watch 360° videos. RenderKit manages

the viewport settings for specified HMD and render the content of viewport onto HMD

according to head orientations obtained. With OSVR server, we can easily apply the

OSVR-based 360° video player with Oculus Rift we have. Furthermore, in order to reduce

latency of rendering viewports, OSVR server also allows us to run the OSVR-based 360°

video player on Windows OS with Direct Mode, which directly send viewports to HMD

instead of mirroring monitor.

Although the OSVR-based 360° video player allows us to easily conduct subjective

experiments with any HMD and OS we prefer, it can not support 360° videos in dif-

ferent projection schemes. The OSVR-based 360° video player only can support equi-

rectangular projection scheme. Without the support of diverse projection schemes, we

need to do the conversion of projection schemes before video player starts reading 360°

videos in supported projection scheme. This conversion of projection schemes causes the

loss of video quality, which results from the interpolation of pixel color values. In order to

avoid producing the loss of video quality, we improve the OSVR-based 360° video player

to support diverse projection schemes.
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3.3 Diverse Projection Schemes: Design and Implemen-

tation

Fig. 3.1 illustrates the overview of our proposed 360° video player. Different from the

OSVR-based 360° video player proposed by Corbillon et al. [9], we improve Mesh Gen-

erator of 360° video player to render 360° videos in diverse projection schemes. In the

configuration file, we can arrange a list of 360° videos in specified projection schemes

for conducting subjective experiments. Our Mesh Generator can map 360° videos onto

3D world space through different projection transformations. With our improved Mesh

Generator, we do not need to do the conversion of different projection schemes and thus

effectively avoid the unnecessary loss of video quality.

Fig. 3.1 summarizes the implementation of our Mesh Generator. We have two levels

of classes to define the relationship between different projection schemes. Superclass,

namely Mesh Generator, is responsible for constructing a world space with a sequence

of vertex and sending OSVR server the vertex as well as the corresponding UV plane of

360° videos. Subclasses, such as equi-rectangular, adjusted equal-area, and equi-angular

cubemap, inherit from Mesh class. The only difference between each projection scheme

is projection transformations. Hence, each subclass has own function for producing a

sequence of UV 2D points matched with the 3D vertex. The proposed Mesh Generator

benefits each projection scheme by reusing the functions of superclass but makes the com-

munity easily add more projection schemes based on the architecture of Mesh Generator.

3.4 Performance Measurements
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Figure 3.2: Performance comparisons of different projection schemes: (a) 30 and (b) 45

FPS.
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Table 3.2: The Average Resource Consumption at 30/45 FPS

Projection CPU Load (%) RAM (MB) GPU Load (%) Avg. Output FPS

ERP 22.81/23.54 1271.82/1271.56 15.91/15.47 29.49/28.70

AEP 21.80/23.35 1267.82/1271.58 16.66/15.81 29.49/28.45

ECP 20.38/22.56 967.65/971.57 12.72/14.81 29.98/36.01

Table 3.3: The Time Consumptions of Transformation Mapping and Decoding at 30/45

FPS

Projection Transformation Mapping (ms) Avg. Decoding Time per Frame (ms)

ERP 4/4 7.45/7.06

AEP 4/4 7.90/6.44

ECP 2/2 6.44/5.03

We report the performance of our 360° video player with a sample 4K video, Chariot

Race; other videos lead to similar results. The following metrics are considered:

• CPU Load. The CPU utilization in percentage.

• RAM usage. The physical memory usage.

• GPU Load. The GPU utilization in percentage.

• FPS. The number of rendered frames per second.

The video is converted into 3 projection schemes: Equi-Rectangular Projection (ERP),

Adjusted Equal-area Projection (AEP), and Equi-angular Cubemap Projection (ECP). 4K

resolutions of ERP, AEP, and ECP videos are 3840x1920, 3840x1920, and 2880x1920,

respectively. We encode the videos with FFmpeg [13] into H.264 files at QP value of

30. To investigate the maximum FPS the 360° video player achieves, we also prepare the

360° videos at 30 and 45 FPS. The results are reported in Table 3.2.

Our 360° video player can support 4K resolution videos at 30 FPS. Fig. 3.2 presents

the FPS achieved by different projection schemes. Fig. 3.2(a) shows that the rendered

frame rates for all projection schemes can reach about 30 FPS throughout the entire play-

back time. In Fig. 3.2(b), we find that the rendered frame rates for ECP can reach around

36 FPS for the video at 45 FPS. This is because the algorithm of projection scheme con-

version for ECP involves simpler math operations, compared to ERP and AEP. In addition,

ECP has less number of pixels for 4K resolution video. Therefore, ECP has lower com-
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putation cost. For ECP, the RAM usages and the GPU utilizations are about 965 MB and

14% respectively.

In addition, we measure the time consumption of projection transformation mapping

and decoding video frames. The detailed comparisons are listed in Table 3.3. In order

to render 360° videos onto a HMD, we have to map the UV 2D points to 3D vertex on

the sphere. ERP and AEP consume 4 ms to perform transformation mapping while ECP

consumes 2 ms. The average decoding time per frame for each projection scheme is re-

ported as well. The results indicate that our additional implementation for new projection

schemes do not degrade the performance of 360° video player.
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Chapter 4

User Study

In this chapter, we will present the testbed in our subjective experiment and introduce

the variables we select to explore the impacts on QoE of 360° videos from three aspects,

namely streaming system design, video codec, and content genres. We are also going to

describe the test video sequences and the recruited subjects. Each subject follows the test

procedure to evaluate the quality of 360° videos.

4.1 Setup

In this section, we introduce our testbed for both subjective and objective assessment of

360° videos on HMD. The main purpose of our 360° video testbed is to present the test

video sequences we prepared and to collect subjective opinion scores. In this way, we

also store the viewing orientations of the subjects when they watch 360° videos on HMD.

This testbed allows us to assess the visual quality of 360° videos using the objective

quality metrics, such as S-PSNR-I and V-PSNR [76], based on the recorded orientations.

We describe the details of the three components of our testbed as follows, including: (i)

HMD, (ii) 360° video player, (iii) OSVR server.

• HMD. We use Oculus Rift DK2 [41] as the HMD worn by the subjects for watching

360° videos. The HMD is set up on a PC with Intel i7-3770 CPU, NVIDIA GTX

1060 GPU, 16 GB RAM and Windows 10 OS.

• 360° video player. We implement a 360° video player developed in C++ language,

which is used to display test video sequences to HMD. In addition to supporting

diverse projection schemes, the player is connected with OSVR server to store the

subjects’ head motion data aligned with each frame, as well.

• OSVR server. We set up an OSVR server installed with OSVR Oculus plugin [44]

to access the tracking sensor on Oculus Rift DK2 HMD. The player can get the last
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viewer’s orientations through OSVR server API and further render the viewport

content to HMD. In the meantime, the viewer’s head motion data is logged into text

files.

While the subjects watch the 360° videos, we record the subjects’ head motion data

(yaw and pitch) aligned with video timestamps at frame level. It should be noted that the

test video sequences are placed into a local hard disk to ensure smooth playback. That is,

we do not consider the impact of transmission bandwidth on QoE.

For the objective assessment, we adopt S-PSNR-I and V-PSNR [76] as objective qual-

ity metrics to evaluate the perceived quality of 360° videos. We employ 360Lib tool [34]

to compute the objective quality of 360° videos based on the collected subjects’ orienta-

tions.

There are several aspects influencing QoE of 360° videos on HMD. We consider the

three aspects, including streaming system design, video codec parameters, and video gen-

res. We describe the variables we select among each aspect in detail.

• Projection scheme. In order to provide a good user experience with 360° videos,

streaming system need to consume vast resource to send 360° videos with high

quality. Several solutions to maximize efficiently-used network bandwidth are pro-

posed, such as viewport adaption [10], tiling [11], and different projection us-

ages [16]. We aim to explore the optimal projection scheme for streaming system

providing optimal QoE of 360° videos on HMD. We give attention to three types of

projection schemes: (i) equi-rectangular, which is the most commonly-used projec-

tion scheme, (ii) adjusted equal-area, which properly adjusts the line re-sampling

rate along the poles to improve compression efficiency [35], and (iii) equi-angular

cubemap, which has better quality at equator as opposed to standard cubemap [75].

• Encoding quantization parameter. Given a limited network capacity, video codec

has several parameters to restrict file size for transmitting smoothly, such as reso-

lution, bitrate, and QP. Adjusting QP values is one way to achieve target bitrates.

However, as QP value rises, the loss of video quality is increased. We focus on

the impacts of encoding QP on QoE of 360° videos and how the interaction ef-

fects among QP, projection scheme, and content genre influence user experience.

We consider the QP values of 22, 30, and 38, respectively corresponding to low,

medium, and high video quality.

• Spatial and temporal video genres. Different spatial and temporal complexities of

360° videos affect the compression efficiency. In addition, 360° videos can be rep-

resented in diverse projection schemes, which result in different degrees of distor-

tion. Some studies [56, 57] indicate QoE of 360° videos is affected by video genres.
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However, there is no comprehensive research studying the impacts of temporal and

spatial genres of 360° videos on QoE. We have four 360° videos categorized into

two groups of simple and complex spatial genres. Among each group, we further

group them by slow-paced and fast-paced temporal genres.

In our user study design, we have four independent variables: (i) projection scheme,

(ii) encoding QP, (iii) spatial video genre, and (iv) temporal video genre. The dependent

variable of user study is MOS collected from 60 subjects watching 360° videos on HMD.

To alleviate subjects’ fatigue and simplify the interaction effects among the independent

variables, we adopt mixed-design [6] for our user study. Projection scheme, encoding

QP, and temporal genre serve as within-subjects factors while spatial genre serves as a

between-subjects factor. Hence, each subject only evaluates one of spatial groups catego-

rized by simple and complex spatial genres.

(a) (b)

(c) (d)

Figure 4.1: Sample video frames from: (a) Xmas, (b) Pac-Man, (c) Gorilla, and (d) Char-

iot Race.

Sequences. We download four 360° videos from YouTube with a resolution of 3840x1920

at 30 fps. These videos are in ERP, and Fig. 4.1 shows sample frames. In order to alle-

viate subjects’ fatigues, we extract 30 seconds from each of them as the references used

in our experiment. Table 4.1 summarizes the descriptions of the video sequences. Spatial

and Temporal genres are used to categorize the four videos. Fig. 4.2 shows the SI and TI

values computed on the luminance plane of 360° videos [27], which demonstrates that the

videos are reasonably classified into different content genres. Each reference sequence is

converted into 3 different projection schemes, namely ERP, AEP, and EAC, by an open-

source 360Lib tool [31]. We then encode the reference videos with H.264 encoder using
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Table 4.1: Descriptions of the Video Sequences

Video Video Genre
Used
Segment

YouTube
Video Id

Xmas Simple, slow-paced 0:10 - 0:40 XiDRZfeL hc

Pac-Man Simple, fast-paced 0:10 - 0:40 p9h3ZqJa1iA

Gorilla Complex, slow-paced 0:08 - 0:38 dKj4PDldebc-U

Chariot Race Complex, fast-paced 0:02 - 0:32 jMyDqZe0z7M
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Figure 4.2: Spatial and temporal information of considered sequences.

FFmpeg [13] in three different QP values of 22, 30, and 38. Finally, there are 36 com-

pressed video sequences in total for objective and subjective assessment. While convert-

ing the reference sequences into different projection schemes, we make adjustments to the

resolution for each projection scheme to ensure a fair comparison as much as possible.

We approximate the number of pixels for each projection scheme as the recommenda-

tion [33]. We set a resolution with 2880x1920 for EAC and a resolution with 3328x1664

for ERP and AEP. Note that only ERP videos are supported by the current commercial

360° cameras. Even the ECP videos downloaded from YouTube are converted from ERP.

4.2 Procedure

Subjects. We recruit 60 subjects in our user study. The subjects, 26 females and 34 males,

are aged between 19 to 36. There are 23 subjects who have not had any experience with

watching 360° videos in a VR environment. Before the subjective assessment, all subjects

are asked to complete a testing task to confirm that they do not have visual impairment
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which may affect their ability to compare the quality of video sequences.

S J

30s
…

break9 rounds

30s30s

S J S J S J

30s
…

9 rounds

30s30s

S J S J

Figure 4.3: Overview of test procedure for each subject. S and J represent the stimulation

and judgment phases.

First, we give a training session to the subjects to familiarize them with watching 360°

videos on HMDs. The video used in the training session is different from the ones of test-

ing session. We adopt ACR method shown as Fig. 4.3 to collect subjective opinion scores.

Before the subjective assessment, we divide the test sequences into two groups by spatial

genre and then randomize the presenting order of the test sequences for each subject. Sub-

jects are randomly arranged into two spatial groups and score 18 test sequences. In order

to alleviate subjects’ fatigues, subjects have a 1-minute break after completing 9 rounds

of evaluations. In each round, the subject is asked to watch a 360° video in stimulation

phase and then remove the HMD to fill an questionnaire to record the overall experience

about the 360° video in judgment phase. To avoid confusing subjects and reducing the

user study duration, we only ask a single question: How is your overall experience about

this 360° video? In our ACR method, we use a 9-point scale ranging from 1 to 9 to give

a more precise rating than a 5-point scale [27]. Note that 9 points represent that subjects

have the best overall user experience with the video. In addition, the subjects have unlim-

ited time to answer the several rating questions. After finishing the subjective assessment,

we collect 1080 subjective opinion scores from 60 subjects. We perform the objective as-

sessment based on the recored orientations to evaluate the objective quality of 360° videos

by S-PSNR-I and V-PSNR metrics.

4.3 Subjective Analysis Results

A total of 1080 subjective opinion scores were recorded in our experiments (18 sequences

× 60 subjects). We consider the individual scores outside of 1.5 times of interquartile

range as outliers [39, 61]; for example, the outlier samples are marked by red plus in

Fig. 4.4. The Gorilla videos from 1 to 9 are the combinations of projection schemes and

encoding QPs. After all, 42 outlier samples are removed. The distribution of MOS scores

is between 4.5 and 8. Note that all the corresponding 95% confidence intervals are given

as errorbars whenever applicable.
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Different Projection and QP Combinations
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Figure 4.4: The outlier samples in Gorilla testing videos.

Table 4.2: MOS Scores (Standard Deviations) Comparisons

Projection
Encoding QP

22 30 38

ERP 6.884 (0.204) 6.451 (0.250) 5.433 (0.289)

AEP 6.789 (0.200) 6.033 (0.273) 5.521 (0.288)

ECP 6.640 (0.276) 6.319 (0.253) 5.844 (0.293)

Projection schemes alone have no impact on QoE of 360° videos. Table. 4.2

presents the comparisons of MOS scores among different projection schemes and en-

coding QPs. Within each encoding QP, projection scheme alone do not incur significant

impacts on QoE. However, we find that the interaction effect between projection scheme

and encoding QP is significant on QoE of 360° videos, which p-value is 0.0008. ECP

provides a better experience for subjects watching 360° videos at QP value of 38. This

can be attributed to the fact that ECP has less distortions near the poles than ERP and

AEP. Instead, ECP allocates uniform pixels for the whole sphere and lower the shape

distortions of objects on 360° videos. Thus, MOS scores of ECP decrease slower as QP

value increases.

ECP gives the best QoE for 360° videos with simple spatial video genre. Fig. 4.5

shows the MOS scores of simple and complex spatial video genres of 360° videos. We

observe that the performance of ECP provides the best user experience for the 360° videos

with simple video genre in Fig. 4.5(a). This is because simple videos are easy to be com-

pressed and ECP reduces the shape distortions of objects. For example, at the controlled

QP value of 38, the average file size of Pac-Man videos is 4.285 MB while that of Char-
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Figure 4.5: MOS scores comparisons between different projection schemes among spatial

video genres: (a) simple and (b) complex.

iot Race videos is 16.270 MB. Thus, simple ECP videos provide the better QoE of 360°

videos when the video qualities are low. All project schemes work for 360° videos with

complex video genre in Fig. 4.5(b).
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Figure 4.6: Average MOS scores under three QP values.

QoE of 360° videos decreases as encoding QP rises. Fig. 4.6 plots the average MOS

scores under different QP values for all 360° videos. It demonstrates a negative correlation

between the QP value and the MOS score, which results from the video quality is affected

by encoding QP. When the encoding QP is increased, the details of videos is discarded so

that 360° videos get low qualities. This results correspond with the observations of the

studies [79, 63, 65, 64, 57, 56].

Encoding QP has different effects on different videos. Fig. 4.7 presents the MOS

scores for 360° videos. We perceive that each 360° video has its own pattern of MOS
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Figure 4.7: MOS scores for each video.

scores under different QP values. For example, the Gorilla video clearly has a steeper

pattern than others. In the Gorilla video, gorillas surround the viewers. A characteristic

of the Gorilla video is its slow-paced movement but complex spatial scene. Such video

genres have the lowest MOS scores at 38 QP value while having the highest MOS scores

at 22 QP value. The results indicate that the interaction effect between encoding QP and

video genres influences on user experience.
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Figure 4.8: MOS scores comparison between different temporal genres.

Slow-paced videos have more influence on QoE than fast-paced videos. Fig. 4.8

compares the MOS scores between slow-paced and fast-paced 360° videos with different

qualities. It illustrates that subjects have clearly different experiences while watching

slow-paced videos of different qualities. Moreover, fast-paced videos do not have the

contrast of QoE between different qualities. This is because user experience is sensitive
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Figure 4.9: MOS scores comparison between different spatial genres.

to the high and low qualities of slow-paced videos instead of fast-paced videos.

Complex spatial genre has more impact on QoE than simple one. Fig. 4.9 shows

the comparison of MOS scores between simple and complex spatial genres, which demon-

strates that complex spatial genre videos produce a great influence on QoE when encoded

at different qualities. In contrast with simple spatial scene, the spatial details of complex

scene are difficultly saved when QP values are high. Hence, compared to simple spatial

genre, complex one provides lower MOS scores at 38 QP value but higher MOS scores at

22 QP value.
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Figure 4.10: MOS scores comparisons between different temporal genres among spatial

genres: (a) simple and (b) complex.

Temporal video genres only have impact on QoE of the complex videos. Next,

we take a closer look at the interaction effects among encoding QP, spatial genre, and

temporal genre. Fig. 4.10 plots the MOS scores between different temporal genres in
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each spatial genre group. It shows that temporal genres only affect QoE of the complex

spatial videos, except for the simple spatial videos. This is because the visual qualities of

complex spatial scenes are easily distorted and impaired at high QP values.

4.4 Objective Analysis Results
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Figure 4.11: Objective quality metrics under different QP values: (a) S-PSNR-I and (b)

V-PSNR.
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Figure 4.12: Quadratic equations for two objective quality metrics: (a) S-PSNR-I and (b)

V-PSNR.

Objective quality metrics can not be used to predict QoE. Fig. 4.11 depicts the

average objective metric values under three QP values for 4 videos. This figure shows

that the average objective quality metrics, including S-PSNR-I and V-PSNR, are highly

consistent and have similar patterns at different QP values for all 360° videos. We also ob-

serve that EAC significantly outperform the other projection schemes, especially at high
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quality videos, for both objective quality metrics. The results are consistent with the find-

ings from our subjective analysis. This is because EAC eliminates the great distortions at

the poles, compared to ERP and AEP projection schemes. However, as we plot the MOS

scores over different objective quality metrics and perform quadratic regressions for mod-

eling QoE in Fig. 4.12, the results of quadratic-polynomial fit are not good to approximate

MOS scores. R-square for S-PSNR-I and V-PSNR is a mere 0.5512 and 0.5377, respec-

tively. Root-mean-square error (RMSE) for S-PSNR-I and V-PSNR is respectively also

high to 0.4262 and 0.4325. There is no clear correlation found between the MOS scores

and each objective quality metric, which indicated that the objective quality metrics are

not good indicators for user experience. Thus, a QoE model considering multiple factors

is required.
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Chapter 5

Quality-of-Experience Modeling

In this chapter, we construct QoE models for 360° videos on HMD. We run stepwise

regression to choose significant predictive features for the models. The performance of

QoE models are compared and reported.

Table 5.1: ANOVA Results for the Potential Factors (Significant Ones are Marked by ∗)

Factor DF Sum Square F Ratio p-value
P 2 3.4110 0.722 0.4859

Q 1 151.7627 70.784 < .0001∗

S 1 1.7654 0.748 0.3874

T 1 2.2804 0.967 0.3259

P ×Q 2 33.2184 7.166 0.0008∗

P × S 2 2.2222 0.470 0.6250

P × T 2 0.9990 0.211 0.8096

Q× S 1 28.4052 12.236 0.0005∗

Q× T 1 20.3240 8.711 0.0033∗

S × T 1 0.0718 0.030 0.8616

P ×Q× S 2 7.5008 1.593 0.2042

P ×Q× T 2 11.8743 2.528 0.0806

P × S × T 2 3.0190 0.639 0.5280

Q× S × T 1 15.5842 6.660 0.0101∗

P ×Q×S×T 2 0.2476 0.052 0.9490

qspsnr 1 133.9045 61.715 < .0001∗

qvpsnr 1 120.6699 55.132 < .0001∗
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5.1 Potential Factors

We consider several potential factors through the subjective and objective analysis, includ-

ing (i) projection scheme, (ii) encoding QP, (iii) video genres, and (iv) objective quality

metrics.

In order to determine the factors significantly contributing to the QoE model, we con-

duct an Analysis of Variance (ANOVA) test. Degrees of freedoms (DFs), sum of squares,

F ratios, and p-values are listed on Table 5.1. Let P be the projection schemes, Q be

the encoding QP values, S be the spatial genres, T be the temporal genres, qspsnr be the

S-PSNR-I quality metric, and qvpsnr be the V-PSNR quality metric. In order to determine

the factors significantly contributing to the QoE model, we conduct an Analysis of Vari-

ance (ANOVA) test for the training dataset. The results in Table 5.1 show that QoE is

significantly affected by the 7 factors: (i) Q, (ii) P × Q, (iii) Q × S, (iv) Q × T , (v)

Q × S × T , (vi) qspsnr, and (vii) qvpsnr. All p-values are smaller than 0.05. We take the

factors into account to our QoE model when developing our QoE model.

5.2 Virtual Reality 360° Video QoE Model

Algorithm 1 Stepwise Regression Algorithm.
1: Initialize a linear regression model

2: Examine p-values for each factor

3: while available factors not included in the model yet have p-values smaller than the

entering threshold do
4: Add factor with smallest p-value into the model

5: Re-calculate p-values for individual factors

6: if all available factors included in the model have p-values smaller than the stop-

ping threshold then
7: Output the QoE model

8: else
9: Remove the factor with the worst p-value

10: Re-calculate p-values for individual factors

In order to construct a robust QoE model, we run stepwise linear regression shown

in Algorithm 1. The individual scores are varied. Instead, we regress the MOS scores to

predict overall QoE. It adds the most significant factor into the model in each step. We

set the enter and leave thresholds as 0.05. Table 5.2 presents the models constructed by

different factor sets. In Table 5.2, αi,j are model parameters, where i and j represent the

model number and the factor number, respectively. To validate the performance of the
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Table 5.2: Parameters of QoE Models

Model Parameters
1 : α1,1 + α1,2Q 6.22,−3.77

2 : 1 + α2,3QS 6.22,−3.77, 1.59

3 : 2 + α3,4QT 6.22,−3.77, 1.59,−1.74

4 : 3 + α4,5QST 6.22,−3.77, 1.59,−1.74, 1.12

5 : 4 + α5,6PQ 6.22,−3.77, 1.59,−1.74, 1.12, 1.03

6 : 5 + α6,7qspsnr 6.22,−3.58, 1.58,−1.73, 1.13, 1.04, 0.34

7 : 5 + α7,7qvpsnr 6.22,−3.66, 1.59,−1.73, 1.13, 1.04, 0.19

objective quality metrics on predicting QoE, we add S-PSNR-I and V-PSNR metrics as

additional predictive variable into model 5 . The models adopting the objective quality

metrics are called 6 and 7 .

The QoE models can be applied to various streaming systems that: (i) know video gen-

res only, (ii) know video genres and support multiple projection schemes, and (iii) further

compute objective quality metrics, including S-PSNR-I and V-PSNR. Models 1 , 2 , 3 ,

4 include encoding QP and video genres factors, which can be utilized to the systems

that can only retrieve the information of video genres. Model 5 supports the systems

that can display diverse projection schemes. Models 6 and 7 can be employed to the

systems that have streaming strategies considering objective qualities of 360° videos. We

write the seven models below:

1 : MOS = α1,1 + α1,2Q; (5.1)

2 : MOS = α2,1 + α2,2Q+ α2,3QS; (5.2)

3 : MOS = α3,1 + α3,2Q

+ α3,3QS + α3,4QT ;
(5.3)

4 : MOS = α4,1 + α4,2Q

+ α4,3QS

+ α4,4QT + α4,5QST ;

(5.4)

5 : MOS = α5,1 + α5,2Q

+ α5,3QS

+ α5,4QT

+ α5,5QST + α5,6PQ;

(5.5)
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6 : MOS = α6,1 + α6,2Q

+ α6,3QS

+ α6,4QT

+ α6,5QST

+ α6,6PQ+ α6,7qspsnr;

(5.6)

7 : MOS = α7,1 + α7,2Q

+ α7,3QS

+ α7,4QT

+ α7,5QST

+ α7,6PQ+ α7,7qvpsnr,

(5.7)

where the model parameters can be found in Table 5.2.

5.3 Validation

Table 5.3: The 3-fold Performance and Significance of Proposed QoE Models

Model
Training Set Validation Set

PLCC SROCC p-value PLCC SROCC
1 0.7570 0.7767 < .0001∗ 0.6769 0.6861

2 0.7998 0.7959 < .0001∗ 0.7190 0.7158

3 0.8630 0.8353 < .0001∗ 0.7476 0.7205

4 0.8877 0.8353 < .0001∗ 0.7723 0.7205

5 0.9046 0.8570 < .0001∗ 0.7905 0.7430

6 0.9190 0.8901 < .0001∗ 0.7395 0.6414

7 0.9159 0.8913 < .0001∗ 0.7455 0.6560

We employ Pearson linear correlation coefficient (PLCC) and Spearman rank-order

correlation coefficient (SROCC) to quantify the correlation between MOS scores and

predicted QoE values. We conduct 3-fold cross validation as well. The 3-fold results

of regression evaluation are presented in Table 5.3. Models 3 , 4 , 5 , 6 , and 7 achieve

above 0.86 PLCC and 0.83 SROCC values for the three types of systems. Models 6 and

7 involving with S-PSNR-I and V-PSNR metrics have the highest PLCC and SROCC

for training set. However, model 5 has the highest PLCC and SROCC for the testing set.

Through a deeper investigation, we find that the difference between each predicted MOS
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score and each ground-truth is less than 1. In summary, we recommend model 4 if
projection schemes are unknown and model 5 otherwise.

5.4 Evaluation

Table 5.4: Descriptions of New Testing Videos

Video Video Genre
Used
Segment

YouTube
Video Id

Cooking Battle Complex, slow-paced 0:36 - 1:06 JpAdLz3iDPE

Hog Rider Complex, fast-paced 0:00 - 0:30 yVLfEHXQk08

Village Simple, slow-paced 0:10 - 0:40 QXF7uGfopnY
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Figure 5.1: Spatial and temporal information of training and testing videos.
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Figure 5.2: New testing 360° videos: (a) Cooking Battle, (b) Hog Rider, and (c) Village.

Setup. We perform additional evaluations using three new testing videos downloaded

from YouTube at 3840x1920 and 30 FPS. Table 5.4 summarizes the descriptions of the

testing videos. Fig. 5.1 shows the SI and TI values compared with the old videos. Fig. 5.2
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gives sample frames from the new testing videos. We consider three projection schemes

and 6 QP values between 24 and 36 for the testing videos, which leads to 18 new testing

videos. We recruit 10 additional subjects for the evaluations. The subjects are between

22 to 27 years old; 4 of them are female. All subjects are asked to follow the same test

procedure detailed in Sec. 4.2.

Table 5.5: The Performance of Recommended QoE Models

Model
Testing Set

PLCC SROCC
4 0.6880 0.7319

5 0.7099 0.7664

Results. A total of 180 subjective opinion scores were recorded in the evaluations

(18 videos × 10 subjects). The performance of QoE model 4 and 5 are presented in

Table 5.5. The PLCC and SROCC scores of model 4 are 0.69 and 0.73. The PLCC

and SROCC scores of model 5 are 0.71 and 0.77, which are higher than these of model

4 . Compared to the PLCC and SROCC scores from the validation set in Table 5.3, the

SROCC scores from new videos are slightly higher, while the PLCC scores from new

videos are lower. The evaluations on new videos and subjects confirm the robustness of

our derived QoE models.
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Chapter 6

Related Work

In this chapter, we are going to introduce the related works and categorize them into three

parts corresponding to our contributions: (i) player, (ii) user study, and (iii) modeling.

6.1 Players

Closed-source 360° video players are abundantly released in the commerce for watch-

ing 360° videos on HMD. For example, Oculus Video [42] and GearVR player [59]

are published by Oculus. Oculus Video supports Oculus Rift and Oculus Go HMDs

while GearVR player supports wireless Gear VR HMD. Both of the players allow users

to watch 4K resolution 360° videos at 30 FPS. However, the video players only sup-

port equi-rectangular projection scheme. YouTube player [74] provides immersive VR

environments to watch 360° videos as well. Although users can watch 8K resolution

360° videos at 60 FPS on HMD, YouTube stipulates that users only can upload 360°

videos in equi-rectangular projection scheme. YouTube then convert the uploaded 360°

videos into equi-angular cubemap projection scheme to optimize user experience. Hence,

we can only watch equi-angular cubemap projection scheme of 360° videos on HMD.

Whirligig [71] is a commercial VR video player, which supports 360° videos in multiple

projection schemes, such as equi-rectangular, standard cubemap, and barrel. Nonetheless,

Whirligig do not release source code of the player. Thus, we cannot explore the optimal

projection scheme for QoE of 360° videos on HMD. We need an open-source 360° video

player allowing us easily add additional projection schemes.

Open-source 360° video players are used to achieve 360° video streaming in the lit-

erature. For instance, Petrangeli et al. [46, 48] apply Exoplayer [12] in a HTTP/2-based

adaptive 360° video streaming framework for multiple representation transmission. Exo-

player is a 360° video player for Android, which allows developers to catch head motions

from smartphone and supports DASH adaptive playback as well. WebVR player [70] is
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specified to developed in web browser. Users equipped with Google Cardboard [17] can

watch 360° videos in VR environments. GPAC [18] introduces MP4Client [40] video

player, which playbacks 360° videos with equi-rectangular projection scheme on HMD.

The player can stream tile-based video segments viewed by users from HTTP server to

reduce bandwidth consumption. OSVR player [43] provides several plugins and APIs

to access any HMD and OS. OSVR releases HDK2 with open hardware as well. How-

ever, the open-source video players mentioned above do not support 360° videos with

diverse projection schemes. Thus, we enhance the OSVR-based video player, which is

proposed by Corbillon et al. [9], to support three modern projection schemes, including

equi-rectangular, adjusted equal-area, equi-angular cubemap. Our proposed player bene-

fits the researchers in this domain to easily add new projection scheme for more empirical

studies.

6.2 User Study

Several works have conducted user study to explore end-side user experience on 360°

videos. For instance, Schatz et al. [54] mainly focus on how stalling events affect QoE of

360° videos with HMD and provide some recommendations for upcoming HMD-based

VR user study. Tran et al. [64] investigate the influence of encoding QP and video genres

on QoE of 360° videos. From their subjective assessments, in order to achieve up to 65%

acceptability rate of QoE, the maximum QP values at different resolutions are reported.

In addition, the bitrates for good acceptability of QoE are also revealed according to

three motion types of 360° videos. Singla et al. [57, 56] categorize 360° videos into three

types, namely slow, medium, and fast motions, and also compare the influence of different

HMDs on QoE. They reveal that different videos and HMDs have significant impact on

QoE. Through the insights of the studies [64, 56, 57], MOS is affected by video genres.

Upenik et al. [66, 67] propose a testbed to perform subjective assessment of 360°

images, considering encoding bitrates, projections, and encoders. They analyze the cor-

relation between objective qualities and MOS. Their results show that cubemap results

in lower subjective MOS than equi-rectangular at medium encoding bitrates. In addition,

they find that the current existing objective quality metrics for 360° images, including S-

PSNR, WS-PSNR, and CPP-PSNR, are less correlated with MOS than conventional 2D

objective quality metrics. Compared to our work, the previous studies [54, 57, 56, 64, 66,

67] do not explore the optimal projection scheme for 360° videos on HMD and analyze

the impacts of video genres, including temporal and spatial characteristics, on QoE of

360° videos.
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6.3 Modeling

QoE measurements of conventional 2D videos are widely studied in the literature. In

order to measure QoE, several methods, such as double and single stimulus methods,

for evaluating subjective quality are defined by ITU institution [27, 25]. These methods

consume a lot of time to recruit human to evaluate video qualities. As opposed to human

rating, objective quality metrics, such as Peak Signal-to-Noise Ratio (PSNR) [24] and

Structural Similarity Index (SSIM) [5], can measure video quality fast. However, these

objective quality metrics do not quantify user experience well [60]. Several studies [68, 2,

61] have proposed QoE models while considering different aspects, such as video genres

and codecs. Although the proposed QoE models predict users’ perceived quality well,

they are still not suitable for evaluating 360° videos. This is because 360° videos have

to be projected to 2D rectangular ones for encoding. The transform process causes shape

distortions on videos and further influences coding efficiency and user experience. In

addition, in order to maintain acceptable QoE, 360° videos require higher resolutions and

bitrates than 2D videos, which is limited by network capacity. Hence, we need to propose

a model for 360° videos to predict QoE, which helps streaming systems provide better

user experience.

QoE model of 360° videos on HMD has been recently investigated. Tran et al. [63,

65] evaluate the impacts of the different influence factors, such as encoding QPs and res-

olutions. It shows that while QoE increases, QP is reduced and resolution is increased.

They further investigate the relationship between objective quality and subjective qual-

ity of 360° videos, applying the testing procedure for 360° videos defined by JVET [32].

The five objective metrics, namely PSNR, S-PSNR-NN, S-PSNR-I, WS-PSNR, and CPP-

PSNR [31, 34], are compared. Their results show that for end-to-end distortion measure-

ment PSNR is the most appropriate metric due to its high correlation with MOS and low

complexity. However, Zhang et al. [79] argue that the objective metrics have great room

for enhancement of 360° videos due to the observed low values in correlation with MOS

scores. They study how different encoders and bitrates affect the quality 360° videos us-

ing both subjective and objective metrics. In subjective assessment, they find that x265

encoder outperforms x264 and VP9. In objective assessment, they use four objective qual-

ity metrics , namely PSNR, SSIM, VQM, and S-PSNR-I, to evaluate the video quality.

Getting both subjective and objective results, they calculate the correlation between the

two sets of values. Their result show low correlation between subjective results and ob-

jective results, indicating that the four objective quality metrics cannot effectively reflect

users’ perception on the video quality. Kim et al. [36] propose a VR sickness predictor to

address visual-vestibular sensory problem in VR environments. This predictor involving
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perceptual motion and statistical content features regresses MOS scores and individual

sickness scores by support vector machine. Focusing on the impacts of object and camera

movements on sickness and MOS scores in VR environments, they generate diversified

scenes by Unity 3D engine for their experiments. Compared to the above-mentioned

studies, we explore the optimal projection scheme for QoE of 360° videos on HMD and

analyze the impacts of video genres, including temporal and spatial characteristics, on

QoE. To address the issues, we develop the first ever QoE model considering diverse
projection schemes for watching 360° videos on HMDs.
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Chapter 7

Discussions

7.1 Major Findings

Table 7.1: Comparisons with Other Studies

Study Zhang et al. [79] Tran et al. [63, 65] Tran et al. [64] Singla et al. [57, 56] This paper

Method
Subjective,

Objective

Subjective,

Objective
Subjective Subjective

Subjective,

Objective

Encoder
H.264,

H.265,

VP9

H.264 H.264 H.265 H.264

Encoding
Bitrates/QPs

0.3-10 Mbps 22-40 QP 22-40 QP 0.5-15 Mbps 22-38 QP

Encoding
Resolutions

4K 720p-4K 720p-4K 1080p, 4K 4K

Projection
Schemes

ERP ERP ERP ERP

ERP,

AEP,

ECP

Video Genres None
They reveal that different 360° videos

affect QoE levels.

Spatial,

Temporal

QoE Model Not Developed
The First

QoE Models

We consider multiple factors that may influence the QoE levels of 360° videos with

HMDs, including projection schemes, encoding QPs, and video genres. Our findings are

consistent with the literature in most aspects. For instance, encoding QP has impacts

on QoE of 360° videos [79, 63, 65, 64, 57, 56]: higher QP values result in worse user

experience. Another example is that video genres affect the QoE levels of 360° videos [64,

57, 56]. In addition, we list the new findings compared to the literature [79, 63, 65, 64,

57, 56].

• Projection scheme alone has no significant impact on QoE of 360° videos. Yet,
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equi-angular cubemap projection scheme provides a better experience for subjects

watching 360° videos when QP value is higher.

• Slow-paced videos give more diversity of QoE with different QP values than fast-

paced videos do. In addition, the QoE of complex 360° videos is more sensitive to

QP values.

• QoE model 5 , which considering projection schemes, video genres, and encod-

ing QP, has the best performance to predict QoE of 360° videos. Moreover, the

objective quality metrics do not incur significant impacts on QoE models.

Table 7.1 compares our work with other studies in the literature.

7.2 Application Scenarios

Our derived QoE models can be applied in such scenarios.

• Server storage management. 360° videos with high resolutions and bitrates re-

quire vast amount data storage in a server. Each video, however, has different

changes of QoE levels under different QP values. Through our developed QoE

models, we can encode videos at maximum QP values for different QoE levels.

That is, the data storage in a server can be reduced when we have optimal encoding

QP selections for different QoE levels.

• Acceptable QoE levels delivery. Maintaining high QoE levels is critical for re-

taining viewers. When a server streams massive 360° videos of high qualities, it

would suffer from limited network bandwidth. Thus, when a server decides how

to transmit acceptable QoE levels of 360° videos to viewers, it can adopt the QoE

metrics into the transmission mechanism.

Through applying our QoE models that predict QoE levels of 360° videos under di-

verse QP values, we improve the server data storage managements and deliver acceptable

QoE levels of 360° videos.

7.3 Limitations and Future Directions

This work can be extended in such directions.

• Human viewing behavior. 360° videos allow viewers to watch freely in VR envi-

ronments. This means that viewers may have various user experiences when watch-

ing different parts of 360° videos. In the thesis, we only predict the average QoE
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levels of 360° videos for all users. We may analyze the human viewing behaviors

for individual QoE models.

• The degree of sickness. The 360° videos can be classified by the camera setups,

which incur different levels of sickness. For instance, although mounting a cam-

era on a roller coaster gives immersive experiences, viewers may suffer from VR

sickness while watching the video in HMD. Thus, a VR sickness predictor may be

integrated with our QoE models, especially for longer videos.

• Integration with 360° video streaming systems. Currently, our QoE models are

trained within a controlled experimental environment. However, if we want to inte-

grate our QoE model with real 360° video streaming systems, we have to consider

the impact of transmission bandwidth on QoE. The stalling events of watching 360°

videos significantly affect user experience [54]. In addition, we can also apply on-

line machine learning for optimizing the performance of QoE models in real time.

By realizing the 360° video player supporting diverse projection schemes and model-

ing the QoE of 360° video on HMD, we open up new directions for interested researchers

to further explore QoE of 360° videos in VR environments.
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Chapter 8

Conclusion

In this thesis, we implement a 360° video player, conduct a user study, and derive QoE

models. Our 360° video player [73] supports 4K resolution 360° videos with diverse

projection schemes up to 30 FPS. This allows us and interested researchers to effectively

perform user studies and add new projection schemes to the player. We believe this will

stimulate more empirical studies in this domain. In contrast to most studies discussing

the performance of projection schemes by objective quality metrics, we address the im-

pact of projection schemes on QoE by subjective quality metrics, reveal that equi-angular

cubemap projection scheme offers a better QoE of 360° videos at low video qualities,

and show the influence of video genres on QoE of 360° videos. User experiences are

sensitive to QP values with slow-paced and complex videos. Future streaming systems

are recommended to adopt equi-angular cubemap projection scheme and employ different

encoding parameters for diverse video genres. Our user study involves 70 subjects and

7 videos in total. Several QoE models are developed using the user study results. We

recommend two QoE models for 360° video systems with/without prior knowledge on

projection schemes. The QoE model considering projection schemes can achieve 0.71

PLCC and 0.77 SROCC scores for the testing set. We also find that objective quality

metrics do not incur significant impacts on QoE models.
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